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Abstract

In this paper we present an analytical study ¢& BD objects based on their shape pointing deviee3D
environment. We adapt a 2D picking metaphor to 82ction in 3D environments by changing the pragecand
view matrices according to the position and origataof a pointing device and rendering a boundiolyme to an
off-screen pixel buffer. This makes it difficultrfasers to perform tasks that require them to selejects that have
a small visible area, since small targets requgé kevels of precision. Both an analytical evaloatbhased on a 3D
object picking and bounding volume technique derrates that progressive refinement selection cabditer than
shape matching technique. In this paper | focusedadvantages of Shape matching technique overdbayn
volume technique in 3D object picking. The usefakand effectiveness of the proposed evaluatiorsumes are
shown by reporting the performance evaluation o t@chniques. We then compare the application dh bo
techniques with related work to demonstrate thay thre more suitable. These analytical studiesigeogistinct
advantages in terms of ease of use and efficiemoalse they consider the tasks of object pickirigcte
application-independent picking technique for vasiinput devices.

Keywords: object picking, 3D environment, bounding box, planatching, 3D selection.

Introduction

3D objects have surfaces, edges and vertices.
When picking objects, we need to map the 2D spat® o
the 3D objects in the scene. In 3D terms, thiefsrred
to as picking. The transformation of the 2D mouse
position to a location in the 3D world is an im{zmt
process in picking. Because computer display ilyrea
regenerated 2D view of the underlying 3D world.2D
view is referred as the viewing plane. Pickinglie aict
of identifying objects in the 3D scene, usually hwi
pointing device, such as the mouse. Picking cam lags
used to implement simple collision detection and
response within a 3D scene. A pick in 3D is usually
carried out as a ray pick. The ray is defined yintual
camera position and the 2D mouse pointer on thecbbj
plane. By intersecting the objects in the scend whe
ray, it is determined which one is picked? Not only
objects but also their topological elements, i&ces,
edges, vertices, can be picked, which is especially
important in CAD. In virtual environments 3D pickin
and/or grabbing is typically performed by boundbax
checks or collision detection taking the positioh a0
virtual hand and the objects into account. Commonly
known approaches to collision detection can be
performed in real time only when applied to faattte

models. CAD models are typically non-polyhedral, so
that collision detection does not apply very waellthis
application context. Another modeling on is, that
collision detection mainly focuses on sparse
environments with many small moving objects. In
contrast to that, in a part modeling applicatidre $cene

is mainly build up by one complex CAD model with a
moving 3D cursor. With the 6 degrees-of-freedormuinp
device, the 3D echo can be rotated, so that thenbea
points into the desired direction. The beam haadius

to enable picking of tiny objects. Combining 3D unp
devices with ray picking in these applications cadicts
the idea of 3D input devices and direct 3D intaoact
Now that we have the ability to put objects in wait
world and move around them, it would also be nicbd
able to choose which object we are focused on. One
method of doing this would be to click on the objen
the screen and have the camera refocus itself drihat
object. This method of choosing an object from the
screen with the mouse is called picking. The metiood
finding out whether an object was hit by the raynisch
simpler to implement because DirectX does a lathf

for us. Now our engine will successfully test angsim
based objects that we load and report back withedr
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false whether that object was clicked on or noeréhare
several tasks that could benefit from techniquest th
allow accurate picking object in 3D environments
without requiring users to be precise.

3D Object Picking

Picking an object is the combination of handling
a mouse click or movement and Mapping a 2D screen
coordinates into the 3D world .A 3D mouse or an
interactive glove can be used to explore and intesth
any of the objects that have been assigned dynamic
properties. For instance if the VE contains a tae, car
door can be given dynamic properties and constilaioe
allow them to rotate about their hinges through a
specified angle. The user opens a door by movieg th
icon of the 3D mouse towards the position of therdo
handle. When the user activates a button on thesejou
the selection of the door is confirmed. This islezl
picking. Each 3D scene has the database(s) to amaint
its details. When the user interacts with the scémee
bounding box sphere is created by calling the nmedul
bounding volume technique. Finally the realistijeabis
displayed with its attributes. Things which areidesthe
Virtual Environment are known as objects. The otgjec
computer-generated stereo objects are projectedtbat
surface of the workbench .Interaction means objatts
the scene can be manipulated. On top of this Hegal
we implemented operations on objects’ topology and
geometry, such as removing and adding vertices of
objects, tweaking of vertices, and choosing andintpv
around objects. For example pick one object froem3b
scene. Common approaches that use a 3D cursor
combine it with a usual ray pick. In the field 3D it is
important that the pick generates precise inforomati
using the accurate model and supports the ideatiific
of topological entities such as faces, edges amtices.
Using a mouse to select objects in 3D is a littieky
because the mouse gives only 2D pixel coordinates
which must be somehow converted to 3D coordindtes.
fact, the mouse location on screen represents fatén
number of points in world space which are projeaad
to a single point in screen space. In a 3D envigmm
there may be more than one object under the mouse
pointer when it is clicked. Normally, the user'teintion
is to select the object which is visible at thisgnpoThe
general approach will be to use the mouse coomsnat
generate corresponding points on the near-plandaand
plane in world coordinates. These points will foamay.
The ray will be compared against every object. For
intersection If more than one object is intersectie
object nearest the viewer is selected. We may qlig&ct
within a specific bound which can be updated
dynamically depending on changes in the view pofra
user with in the 3D world using mouse. Clicking ause

ISSN: 2277-9655
Impact Factor: 1.852

will create an appropriate picking bound at a 3D
coordinate associated with the current mouse positi
One method of doing this would be to click on tiigeat

on the screen and have the camera refocus itsaihdr
that object. This method of choosing an object frb
screen with the mouse is called picking.

The first thing we have to write code for setting
up the framework for picking and we need to doaseh
some input from the mouse to play with and seenif a
object in our scene was clicked on. The first part
picking is simply getting the mouse clicks and segd
them on to our scene. The second thing is formyggttie
Scene to pick all of our Objects and to write tleatrpart
of the picking function, converting the 2D pointdna
3D ray by projecting it using an inverse matrix wl
create by taking a few settings .All we have toislo
convert the ray into the local coordinates of thedei we
are checking and have the built in Mesh. Intersect
function tell us whether we have hit home or nodbwN
our engine will successfully test any mesh basgdotd
that we load and report back with a true or falsetiver
that object was clicked on or not. It will also gbe
clicked on object to be active in the scene so ae c
access it and play with other things once we kndvatw
was clicked. Use Object picking to identify the etis
on the screen that appear near the cursor. To bpxiO
picking, the software must be structured so tha th
picture can be regenerated on the screen whenever
picking is required. As there was nothing speclzdid
the notation used for2D shape picking, the same
approach can be used for 3D object picking.

Bounding Volume Technique in 3D Object
Picking

We may pick object within a specific bound
which can be updated dynamically depending on absing
in the view point of a user with in the 3D worlding
mouse. Clicking a mouse will create an appropriate
picking bound at a 3D coordinate associated with th
current mouse position. Object within a bound is
selected. When no bounding box intersects with the
picking ray, no object is selected. 3D pickingyipitally
performed by bounding box checks or collision
detection, taking the position of a virtual handi ghe
objects in account. As a basic idea for reducing th
collision detection complexity, preliminary colligi tests
can be performed using simplified bounding volumes
that contain the complex objects to be tested r6].I
checking whether two objects intersect or not, lolm
volumes make this intersection test more efficient,
especially when the objects do not intersect méshe
time. A bounding volume approximates an object by
another simpler object that contains the origiBaicause
bounding volumes are chosen to have much simpler
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topology and geometry than the original objects,
checking the intersection between bounding volucaes

be performed with a lower computational cost. Bangd
Volume is a 3D object that encloses an object.eDdfit
types of bounding volumes may be considered, eéch o
them having their own strong points and weaknes&/es.
will be making it so that you can "pick up" and mov
objects after you have placed them. We would li&ke t
have a way for the user to know which object it's
currently  manipulating. You can use the
showBoundingBox method to create a box around
objects. Our basic idea is to disable the bounbimgon

the old current object when the mouse is firstked
then enable the bounding box as soon as we have the
new object. The 3D input devices adopted by these
systems allow for direct 3D interaction, thus to
completely support 3D interaction. This approachiciv
utilizes other structures in the scene, typicaligsia ray
from the eye point through the current pixel tonitlfy

the first intersection point with the scene. This
intersection is then used to compute the positibthe

3D object. However, this approach suffers from seve
problems in complex scenes. As an example for a
heuristic approach we list the idea of using aalipprof
predefined objects with predefined movement behavio
These behaviors are then used to constrain objects
particular places in a scene. A ray along the otrre
mouse position is then used to find the placeshm t
scene where the constraints are fulfilled and thjeat is
close to the cursor position. Therefore, we keeppilck

ray connected to the object, but gradually straigtthe

ray every time the movement of the user's hand
decreases the angle to the object, whereas thetsbje
position is unchanged.

Hand movements netréasing that
angle drag the selected object as in single-user
manipulation. This way the pick ray gets unbentain
continuous and transparent way, which intuitively
resolves the issues of the feedback of multi-user
interaction. The ability to navigate through a ldeseen
only on your computer screen, or through a special
headset or visor, opens the door for an incredibleety
of experiences. It adds the ability to navigatetigh a
virtual environment or the capability of picking up
objects, or otherwise interacting with objects fdum the
virtual environment, and the basis for the entharaidor
the technology becomes readily apparent. Now that w
have the ability to put objects in virtual worlddamove
around them, it would also be nice to be able toosk
which object we are focused on. There are two tyfes
Bounding Volumes. They are (i) Bounding Boxes (i)
Bounding Spheres. The bounding boxes are usuailly ax
oriented, described by two opposite corner vertieas!
the bounding spheres are described by the centiethan
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radius. A Bounding Box for an object is just a
rectangular box in three dimensional space, witlesi
parallel to the coordinate planes, that contaiesabject
More complicated bounding volumes may be considered
for efficient bounding when a small number of boimgd
primitives are required. Such volumes use more
parameters in their description, allowing a widange of
shapes in optimizing their filling efficiency andatling
away some of their computational simplicity. Theice

is highly dependent of the shape of the objectddo
bounded. For elongated objects, possible solutions
include bounding ellipsoids and cylinders. Thuss thi
technique is too simple, more efficient and it lselp
easy interaction with the virtual world, hence iakas

the Virtual world user friendly. Here, we do nobloat
objects on a polygonal basis anymore, but at the
bounding spheres surrounding them. A Bounding Spher
is the smallest sphere possible including all eediof

the object (see fig. 1). Therefore, the necessary
description of an obstructing object is reducedthe
center coordinates of its Bounding sphere andcidgus.

Fig.1: Determination of obstruction using Bounding spheres

Both conditions can be verified using the 3J2ob
picking method, replacing the object itself withs it
Bounding volume. If there is an intersection of Bding
sphere and viewing volume, both conditions arelfedf.
The degree of obstruction v for the respective cbjd)
can be calculated from

v=1-—
r

If there is more than one acoustically relevanteobj
located in the sound propagation path, again adt@mu
coefficients of all objects between listener andrent
sound source are accumulated and an obstructiare val
total is set. Main drawback is that the objects are
registered in a fairly inaccurate way, because B
spheres are per se always bigger than the original
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object’s dimensions they represent. This might lead
the technique assuming obstruction although theagou
source is still entirely visible. Still, in most s&s the
error introduced is negligible. Only if the object’
extension into one dimension is much bigger thao in
the other two, i.e. the Bounding sphere’s volumerily
partly filled by the object, the effect is obvious.

Shape Matching Techniquein 3D Object Picking

In 3D graphics the most common way to define
3D models is by a list of points in 3D space called
vertices. The vertices are used to define triantjlascan
be displayed on a screen. To make it much moreiefif
it is common to use a list of indices which defirias
what order to draw the vertices making it possitoie
triangles to share vertices reducing the number of
vertices in each model. For more about verticesdan
indices see or any basic book about 3D graphics&igu
illustrates this selection phase. Sphere-castimidavthe
precision issues of ray-casting, and also alloviscsen
of occluded objects. Upon completion of the fireape,
all objects that were inside or touching the spheme
evenly distributed among four quadrants on theesgre
without regard for the spatial locations of theedt$ in
the 3D environment. In this approach we can meare
similarity between shapes and exploit it for object
recognition. The measurement of similarity is poszk
by solving for correspondences between points @n th
two shapes and using the correspondences to éstana
aligning transform between 3D objects.

Corresponding points on two similar shapes will
have similar shape contexts, enabling us to sobre f

correspondences as an optimal assignment problem.

Given the point correspondences, the estimation lbeay
the transformation that best aligns the two shapes;
dissimilarity between the two shapes is computed as
sum of matching errors between corresponding points
together with a term measuring the magnitude of the
aligning transform. The most critical and time caméng
part in the bin picking process is object localzat
With the advances in 3-D picking technologies &fit
and robust techniques for geometric models are ateed
in much research. There are two steps for object
localization. If the position and orientation ofete
objects are roughly known, the pose refinemenettact
match of the object. This reduces its complexity by
comparing only the reduced representation of aeatbj
model to a scene data set. The obvious advantage is
increasing performance. Many techniques, methods an
object representations exist for surface regismati
problems. Especially in computer graphics object
location and pose estimation is a common task. &her
exists a huge variety of applications in architesfu
medical, industrial and scientific 3D-visualizatjoBD-
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modeling, reproduction, reverse engineering and 3D-
imageprocessing. The main disadvantage of the
technique is the computational complexity. In muestes
this technique cannot be used to process hugesdttan
real time. Many improvements were made in the fast
speedup the registration process. Our goal is doce
this search time by decreasing the number of itarat
and the number of corresponding points in eachtitan
step.

Fig2: Closest faces are checked for similarity

The vertex vt and vs are unified into the new
vertex vs. This results in a reduction of the wadi and
the number of faces in the mesh for every simgitfan
step. Assuming we have a mesh M with n vertices, th
mesh can be simplified by applying an edge collapse
transformation until the base mesh MO is reachdwe T
vertex split is the inverted operation to the edgkapse
transformation. Given the base model, we can add ne
vertices incrementally to reconstruct the origimaldel.

IF abs(D1-D2)
abs(V1-V2)
SIMILAR

__ Thresholddist
Thresholdvol

AND
THEN

ELSE
NOT SIMILAR
END IF

To solve the problem of the outliers at the first
box and also to be able to check if there exigmrial
match in the hierarchies, the modified techniqu®ibe
checked if there are matches within the hierarclugt
matching parts of the hierarchies for fitting reéedlin
quite poor result as it very often found good match
even if the box decompositions were not the sarhés T
was caused by that no angles were used and thdit sma
parts easily can be very similar. Approaches likeags
beginning at the top neither gave good enough tesul
Suppose that each object class is representedsby it
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features. As above, let us assume that the jthure'a
value for theith class is denoted by iij. For an unkno
object the features are denoted by Uj.

N
Sj = Z szj
=1

The similarity of the objectwith the ith class i
given by where Wj is the weight for the jth featt
Objects can have infinite complex shapes and
creating an technique that takesitdlpart: into account
to find a good grip will probably be too ti-consuming
for an autonomous roboathich is expected to rea
within seconds from a command is giviViean Square
Error (MSE) is commady used as a quality predictco
compute time needed to pick 3D obje®SE is definec
as:

M-1N- VoD e
MSE=%'Y" (F.j)-P(.]))
P o MN

where pO is the original 3D scerconsist of set of 3l
objects,Pc is the picked object, M and are the width
and height of the object respectivBgunding volume
technique was much more accurate tB&ape matchin
technique andBounding volume techniq was faster
than Shape matching techniquéth small targets an
less 3D environments he time to complete the task
the bounding volume techniqfeund significantly lowel
compared to the time needed withshape matchin
techniquein Object picking process. Althou(Bounding
volume technique converges within even few
iterations, the overall time is slightly more besaone
iteration takes more computation due to the additic
parameter estimation3D picking problem can
reduced to a problem of determining the object
intersects at a given point the ewg fired from the
center of projection through the pixel's centemirthe
unprojected scene.

Thus this technique is too simplmore efficient
and it helps in easy interaction with the virtuabrid,
hence it makes the 3D world user friendly. Thattle
robot can add its target objects without constraif
shapes or types except one constraint that thectobgs
some textureon its surface for object modeling in ¢
framework. Based on the results of a series of us
studies, we presented a list of guidelines for rnegples
to pick objects in 3D scenes. Depending on
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application, it can be advantageous to provide ali
feedback to the user on the state of the semanititing
functionality. When we analysis these ttechniques in
the view of selection and cost of performing megumase
error test , picking using bounding volume is a&
greater than the average coking the other 3D pickin
techniqus. In the future, we would like to extend anc
apply our technique to the generic collision deétec
field.

~Analysis chart

o MSENms) o
j"\“\

i ,ﬁ‘f m bounding
ViR AW AW volume
| AR Rl ER technique
L === s e
5 10 15

Picking number

Fig. 3: An analytical chart between bounding volume
technique Vs shape matching Technique

From this result we recommend Boundir
volume technique for more robustness, and pro\
faster performancEortunately, evaluation errors in t
results are small and do not change the overapetp
of the 3D scene. It is therefore important to ntitat
bounding véume technique should only be used
estimate perceptual quality of objects for wh
geometry is an important component of perceivegeat

Conclusions

In this paper, we present a set of de:
guidelines and strategies to aid the developmer
picking techniques which can compensate for
environment density and target visibility. We dissec
an implementation of the proposed techniques. Bask
these guidelines, we present new forms ofbounding
volume and shape matchintgchniques, which are
awmented with positioning, selection and averagd
of performing intersection test feedback, to sup
selection within dense and occluded 3D ta
environments. The results provide an ini
understanding of how these factors affepicking
performarce. Furthermore, the results showed that
new techniques adequately allowed users to selagts
which were not visible from their initial viewpoinbur
analysis indicated that our introduced visual fea
played the most critical role in aidinhe selection task.
Using the bounding volume techniq will further
increase the robustness ametduce the computation
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costs. The comparison technique performs maxinurati
of the posterior parameters of all known objects.
Therefore, it is important to examine the compasati
study that are available and determine those tieabest
suited for the tasks that need to be accomplishelhst,

in the two techniques were compared, it proves tthat
bounding volume technique can work better in 3Deob)j
picking than shape matching technique and provides
user with an easy and precise way to pick the éesir
object, independent of its size, location or om@dion.
Therefore, it is important to examine the compasati
study that are available and determine those tleabest
suited for the tasks that need to be accomplisheel T
performed user study implies that picking 3D objean

be performed faster in bounding volume technique
without loss of precision.
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